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Using Statistics to Test Hypotheses

How statistics can be used to test an hypothesis — an example:

Imagine that you are trying to prove the hypothesis that “people from Monroe have smellier breath than
people from Snohomish. You are comparing breath smell readings from a smell meter (0 = no smell; 10 = Extreme
Smell). Your first group of test subjects, made up of citizens from Snohomish, has breath scores of 7, 3.5, 5.5, 8,
6.5,4, and 6.5. Your second group, from Monroe, has breath scores of 6, 10, 7.5, 4.5, 8, 7, and 9. After averaging
your subjects’ breath scores, you get 5.9 for the Snohomish group and 7.4 for the Monroe group.

The big question here is what you should conclude from your study. Remember that you only measured
the breaths of six individuals from each community. If you assume that your measurements were precise and
accurate, and that your test subjects were chosen randomly, is your measured difference in breath scores significant
enough for you to confidently say that “people from Monroe have smellier breath?” Within every population, there
is natural variation. Given your results, is it possible that there is not a real difference between the breaths of
people in Snohomish and people in Monroe? Is it possible that, purely by chance, you happened to randomly select
stinkier than average Monroe citizens — or that you happened to randomly select Snohomish citizens who were less
stinky than average? Of course it is. But how likely is it? What are the chances of randomly selecting groups that
are as different as your test groups if there really is no difference between the breaths of people from Snohomish
and Monroe? If the chance of accidentally selecting groups this different (from populations with no real difference)
is very low, then there probably is a real difference between the groups.

How do you find out if that chance is, in fact, very low? You use statistics. You use a statistical test to
determine the exact probability of the difference observed in your results, given no real difference between the
populations. Then you can say something like, “the chance of randomly selecting groups of people that are this
different, from two populations that have no real difference, is 0.01 — or, in other words, a one in one hundred
chance. There is only a 1% chance that people from Monroe do not actually have smellier breath. Therefore, it is
very likely that the citizens of Monroe really do have smellier breath.”

Hopefully, this example illustrates that you’re not using statistics to directly prove that your hypothesis is
very likely. What you’re doing is using statistics to show that it is very unlikely that your hypothesis is wrong.

Alternate Hypothesis; Though it can have a slightly different meaning in other situations, in this class, your
alternative hypothesis states that there really is a difference between the two groups that you are comparing.
For instance, you might be trying to show that students who have an SSR class really do read better than students
who don’t have an SSR class — or that papers glued with glue stick really do hold together with more force than
papers that are glued together by slug slime.

Null Hypothesis: This hypothesis states that there is no real difference between the two groups you are
comparing — that any observed difference between two groups is the result of chance and natural variation within
the groups. You construct a null hypothesis for the sole purpose of showing that it is unlikely, and that your
alternate hypothesis is, therefore, likely. It’s not exactly the opposite of your alternate hypothesis, but it’s close.

P-Value: The probability of something, expressed as a decimal.

Significance Cutoff: The maximum p-value for the null hypothesis in order for the results of a study to be
“significant.” The symbol for the significance cutoff is# The most commonly accepted p-value for scientific
studies is 0.05. In other words, in order for your results to be “significant,” there needs to be a less than 5% chance

that your hypothesis is wrong.
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One-Sided and Two-Sided Null Hypotheses (also called one and two-tailed):
e Example of a simplified one-sided null hypothesis: “Men are not taller than women.”
e Example of a simplified two-sided null hypothesis: “Men are neither shorter nor taller than women.”

The Mann-Whitney Test:

This is the statistical test that we will be using in this class. We will be using it because it is relatively
simple. It is often called a “rank sum” test, because all you have to do is rank things and add them up.

Keep in mind that this is just one of many statistical tests. Professionals pick the statistical test that best
suits their particular investigation. We will be doing the opposite; you will need to pick an investigation that suits

this test, since this is the only one you will know. If you would like to do some self-teaching, feel free to use some
other statistical test, but if you do that, you’re on your own.

One Sided Mann-Whitney Test: The example belovy, shows how to test the hypothesis: Men are not taller than women.

1) Collect data from two groupsy For example, heights of men and heights of women.
2)

a) Put the values for all (men and women) of the samples together, and assign each sample (person) a rank. The lowest
value has a rank of 1. The next lowest has a rank of 2..

b) What to do if there is a tic? Imagine that four people have these heights (in cm) = 150, 155, 155, 160. The 150 cm

person has a rank of 1. The two 155 cm people share 2" and 3™ place, so they each get a rank of 2.5 (in the middle).

The 160 cm person gets a rank of 4.

Get the “rank sum” for the group which you expect to have the lower values (the women, because we are expecting them

to be shorter). To get the rank sum, add up all of the rankings for samples in that group (add up all of the women’s ranks).

3)

4)

a) Use a table to find the “critical rank sum” for the o (significance cutoff) you have chosen [In this class, we will use

p=.05].

b) The letter “n” stands for sample size. You do not have to have the same sample size for men and women. However,

when you read the table, the “y axis” of the table corresponds to the group for which you have more samples, and the
“x axis” corresponds to the group wi samples If you have an equal number of samples, it makes no difference,

Find the critical rank sum by going down the chart to the correct sample size for the more numerous group and by
going across to the sample size of the less numerous group.
c) Values are listed for four differeme significant cut-offs (o). Make sure you are using 0.05.
d) Make sure you are looking at o for a one-sided test.

5) If the rank sum for the group you expected to have lower values (women) is less than or equal to the rank sum, the results
are significant at that o (95% confidence).

Two-sided Mann-Whitney Test: If you wanted to test the hypothesis that men are neither shorter nor taller than women, you

would calculate a rank sum for both groups. Then you would use the lower rank sum and compare that value to the
critical rank sum for a two-sided test.

' !

$ B N RN
- /"'_+:\ . ~ AN x

\ 9 > N. é m\ ~ -
Etl: AN By @\:\’\ X 3 *E“\q“j 4 ? e
Iy e m 6% \iNNy\\ \151%‘%\%.\’\ o
3 SRRy YRS L A (|ysee®
:‘E\ CIQ{EL@W&\—‘ ‘5\&*‘{‘%“05@?{ QEBK_ i‘il) ,? %L’\ﬁ'l\\
ARSI R I R E L F R RS Preea (kS BTN

o| T N . . S
sl W e 3 i\{ Wy~ @‘} i




The table below was taken from...

Rice, John A. (1988). Mathematical statistics and data analysis. Wadsworth, Inc.

Table 8§ Critical values of smaller rank sum for the Wilcoxon Mann-Whitney test
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